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PREVIEW

« Our Goal:

» Identify scalability bounds for Plain Parallel Portfolio (PPP)
SAI solving

- when and why does PPP scale!



OUR APPROAC

* VWe measure the slowdown of identical solvers
* on the same Instance
* on shared-memory multi-core hardware

» And Identify the cause of the slowdown



OVERVIEW

- Machine model
* Experimental setup and metrics
* Results

* Conclusion
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EXPERIMENTAL SETUP

* Five recent SAT solvers

* Lingeling, MinISAT, CryptoMiniSAT, PicoSAT, Glucose

» len benchmarks: ‘solvable In reasonable time”

* listed In the paper

* Five shared-memory multi-core systems (Intel and AMD)

* ranging from 8 to 80 cores
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L1 cache miss rate (lower is better)
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VWHAT DOES THAT MEAN?

* Low cache miss rate suggests a small working set (W5$)

» the working set of a job Is the memory that a job reads or
writes during a given time interval

* measuring the working set Is tricky (choosing proper
intervals, sampling Is erther expensive or coarse grained)

e cache misses can be used as an Indicator



DVANTAG

COCO

CPU 1

= A SMALL WS

@

Memory Memory
| >
“Na ZAN
. 4 | W
L3 L3
L2 L2 L2 L2 L2 L2 L2 L2
L1 L1 L1 L1

OCOC

CPUn




ADVANTAG

= A SMALL WS

Memory
/
2\ /f
v |
L3
12| |L2||L2
| L1

Joo o

CPU 1

\/)

Memory
4%
W
L3
L2 | |L2 || L2 || L2

o))

CPUn




ADVANTAGE OF A SMALL WS

Memory é Memory

N
b &

L3

L2 | [L2 | | L2 | | L2

CPUn




ADVANTAGE OF A SMALL WS
Memory <> Memory
N\
N
L3

L2 | [L2 | | L2 | | L2

Bsous

CPUn




/\Iu

ZON

‘ {
N

i

\//)

AN
b

L3

L2

L2 >

L2

6666

CPU n




ADVANTAGE OF A SMALL WS

Memory

7N
. A

Memory

N
b &

N -3 k. I ; I, 5 5 N
? N \
\ o \
4 . ..
B X

q
) 4
P

2 g
3
- ‘ | . ;
Q . v
“ . & 3 3
B I a !
i ¥ ] :
E ; P : % :
N IR X X B
X W P& i ¥
B NN -
b 3 e 3 8
% b 4 Ry
- F oo

Ani
= 2, -.“7 hge
‘_xn‘

11 |} L1




ADVANTAG

\ O

= A SMALL WS
|
Memory Memory

n 4
o i | b,

3
\ )
[

) &
¢
. . | . 4
! N ¢
4 4 " &
& B E £ qF
¢ ¥ R 4 J
B Y . . B Y
u X . X - X
X X [ &
B & v o]
b § b, B
Y - Ry
b p- o

L1 1} L1




IMPACT O

YPER THREADING

» Average core slowdown: average slowdown when adding one
job and #jobs < #cores

» Average virtual core slowdown: average slowdown when
adding one job and #cores < #jobs <= #virtual cores
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CONCLUSION & FUTUR

- WORK

* We have analyzed the expected slowdown for PPP

* Results suggest employing low working set solvers for PPP

e Future work:

* Analyze slowdown w.rt. cache size (outlook for future

systems)

* Dynamic working set estimators to control
barallel SAT solvers

the number of
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